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In this paper, we investigate warm electron injection (WEI) as a mechanism for NOR programming of double-gate SONOS memories through two dimensional (2D) full-band Monte Carlo simulations. WEI is characterized by an applied $V_{DS}$ smaller than 3.15 V, so that electrons cannot easily accumulate a kinetic energy larger than the height of the Si/SiO$_2$ barrier. We perform a time-dependent simulation of the program operation where the local gate current density is computed with a continuum-based method and is adiabatically separated from the 2D full Monte Carlo simulation used to obtain the electron distribution in the phase space. Trapping and detrapping from the nitride layer is taken into account by using a simplified Shockley–Read–Hall model. In this way, we are able to compute the time evolution of the charge stored in the nitride layer and of the threshold voltages corresponding to forward and reverse biases. We show that WEI is a viable option for NOR programming in order to reduce power supply and preserve reliability and complementary metal-oxide-semiconductor logic level compatibility. With the limitations of our adopted physical model, our results confirm the experimental observation showing that WEI provides a well localized trapped charge and offers interesting perspectives for multilevel and dual bit operation, even in devices with negligible short channel effects. © 2009 American Institute of Physics. [doi:10.1063/1.3259409]

I. INTRODUCTION

Multiple-gate and discrete-storage nonvolatile memories (NVMs) offer the combined advantages of improved retention due to the suppression of stress-induced leakage currents, improved short channel effects, and reduced intercell capacitive coupling. These aspects make them particularly promising for aggressive downscaling into the nanoscale regime and justify a significant research effort. However, reliability concerns may limit the maximum longitudinal electric field and therefore the maximum applicable drain voltage $V_{DS}$ during NOR programming. Interestingly, experiments suggest that “warm electron injection,” where electrons cannot accumulate kinetic energies higher than the Si/SiO$_2$ barrier height ($V_{DS}$ < 3.15 V), can represent a reasonable option for NVM programming. In a previous work, we studied the problem of warm electron injection in SONOS memories showing a strong dependence of the injected current on the drain voltage in the initial phase of the program operation, when the nitride layer is neutral. In this work, we largely extend the scope of Ref. 7 by investigating the time-dependent program operation in the warm electron injection regime and the dynamic trapping and detrapping of electrons in the silicon nitride layer. The simulation methodology helps us draw conclusions useful from a device design point of view.

Charge transport in nanoscale field-effect transistors biased in far from equilibrium conditions can be accurately modeled by solving the Boltzmann transport equation (BTE) through full-band Monte Carlo (MC) simulation. On the other hand, the tunneling gate current is several orders of magnitude smaller than the drain current, and the calculation of its profile along the channel poses a tremendous challenge to particle-based methods. Attempts to solve the BTE for the gate current problem have been made. An energy transport model and a MC approach were successfully applied to gate current calculations for the case of hot carrier injection.

In this work, we propose a simulation methodology to calculate the injected gate current density based on adiabatically decoupling the relatively slower process of gate injection from the faster process of electron transport in the metal oxide semiconductor field-effect transistor channel, which is modeled by two dimensional (2D) full-band MC simulation. Trapping and detrapping occurring in the nitride layer are taken into account by using a simplified Shockley–Read–Hall (SRH) model.

Approaches to the simulation of the time evolution of the charge injected into the nitride layer are found in the literature. For example, in Ref. 15, only hot electrons are considered and all the injected charge is considered trapped. In Ref. 16, a trapping-detrapping model includes thermal excitation as the main discharge mechanism. Reference 17 proposes a method to accelerate the iterative MC procedure. In Ref. 18, the stored charge is evaluated as the difference between the injected charge and the charge emitted via the Poole–Frenkel effect.

In this work, we use the MC approach to calculate charge density and electrostatic potential in the device. The transmission coefficient for each point of the silicon/silicon
oxide interface is calculated using the WKB approximation. Quantum confinement in the channel and barrier lowering are not considered. Differing from the cases mentioned above, we calculate gate injection contributions also for “warm” carriers, whose kinetic energy is lower than the barrier height and therefore tunnel through the gate oxide.

By studying gate charge injection during the programming transient, we are able to gather insights into the evolution of the trapped charge. This information is particularly important for dual bit operation where physical charge localization is used to store more than 1 bit per cell.

Simulation results show that injection is effective also for low drain bias due to the very strong dependence of the gate current on $V_{DS}$. With the limitations of our adopted physical model, it is shown that charge injection is well localized, offering interesting perspectives for dual bit and multibit operation even in devices with reduced short channel effects such as mulligate devices. Warm electron injection could be very useful for increasing reliability, reducing supply voltage and, hence, power dissipation.

The remainder of the paper is organized as follows. In Sec. II, the physical model of gate tunneling and of trapping/detrapping in the nitride layer is described. In Sec. III, the simulation methodology to calculate the time- and space-dependent gate current density and stored charge density is presented. An application of the method on double-gate SONOS memories is shown in Sec. IV. Conclusions are drawn in Sec. V.

II. PHYSICAL MODEL

In this section, the adopted physical model is presented. In Sec. II A, we discuss tunneling of electrons from the channel through the Si/SiO$_2$ interface, while in Sec. II B we discuss the physical model of charge trapping-detrapping in the silicon nitride layer.

A. Physical model of electron tunneling

As stated in Sec. I, we consider not only “hot electrons” with a total kinetic energy higher than the Si/SiO$_2$ interface barrier height $B=3.15$ eV but also warm electrons with lower kinetic energies that provide the major contribution to the charging current for low $V_{DS}$ programming. The tunneling model has been introduced in Ref. 7, and we report it here in more detail for readers’ convenience. Different from previous contributions in the literature, we need to compute the local tunneling current at each point of the Si/SiO$_2$ interface because injection is highly nonuniform in space and because charge trapping is localized. Our tunneling model is relatively simple: we assume that (i) total energy and transverse momentum are conserved during tunneling and that (ii) the dispersion relation in SiO$_2$ is parabolic with isotropic effective mass $m_{ox}$. We have verified in Ref. 7 that including the full dispersion relation of SiO$_2$ does not lead to relevant differences.

The considered structure is sketched in Fig. 1(a). In the diagram, $x$ is the channel direction and $y$ is the direction of tunneling (perpendicular to the Si/SiO$_2$ interface). In the following, we refer to the interface positioned at $y=0$, with $y>0$ for silicon and $y<0$ for oxide. $E$ is the total carrier energy, and $(k_x, k_y)$ is the transverse wave vector. If $E_{kin}$ is the kinetic energy of the particle at the interface on the silicon side at a given $x$, then the kinetic energy of the particle at the interface on the oxide side for the same $x$ is $E_{ox,kin}$ is

$$E_{ox,kin} = E_{kin} - B.$$  

The dispersion relation in the oxide is assumed to be

$$E_{ox,kin} = \frac{\hbar^2}{2m_{ox}} (k_{x,ox}^2 + k_{y,ox}^2 + k_{z,ox}^2),$$

where $k_{x,ox}$, $k_{y,ox}$, and $k_{z,ox}$ are the components of the wave vector. We should note that in the case of tunneling, $E_{ox,kin}$ is negative and $k_{y,ox}$ is purely imaginary, while $k_{x,ox}$ and $k_{z,ox}$ are real because they are conserved during tunneling ($k_{x,ox} = k_x$ and $k_{z,ox} = k_z$). From Eq. (2), we obtain $k_{x,ox}$ and the component of the kinetic energy in the oxide along the tunneling direction is

$$E_{ox,y} = \frac{\hbar^2}{2m_{ox}} k_{y,ox}^2 = E_{ox,kin} - \frac{\hbar^2}{2m_{ox}} (k_x^2 + k_z^2).$$

The component of the kinetic energy contributing to tunneling, $E_y$, can be separated as

$$E_y = E_{kin} - \frac{\hbar^2}{2m_{ox}} (k_y^2 + k_z^2),$$

so that the effective barrier height is identified as $\phi_b = B - E_y$. 

![Diagram of gate tunneling](image)

**FIG. 1.** (a) (Left) The simulated structure, an n-channel DG SONOS memory with a 50 nm channel length, and a 4/5/5 nm ONO stack. The acceptor fin doping is 3x10$^{18}$ cm$^{-3}$, while the source/drain doping extends under the gate for 15 nm from each side. x is the channel direction, and y is the direction of tunneling (perpendicular to the Si/SiO$_2$ interface). One interface is at $y=0$, $y>0$ is silicon, and $y<0$ is oxide. (b) (Right) Simulation flowchart. The electron energy distribution and potential are extracted by MC simulation and used to calculate the injected charge and capture and emission coefficients. The SRH equation rate [Eq. (8)] is solved with a convenient choice of an adaptive time step $\Delta t$. Next, the total charge into the nitride is updated with the trapped charge obtained from Eq. (8). The cycle restarts with the next MC simulation until the desired programming time is reached.
We consider for tunneling only particles that are at the Si/SiO₂ interface and have a positive velocity \( v_x \) in the tunneling direction. During the MC solution of the BTE, for each particle, we can calculate \( E_x \), from Eq. (4) and compute the distribution \( n(x,E_x) \), where \( n(x,E_x) \) is the density per unit volume of electrons in \( y=0 \) that have a component of the kinetic energy between \( E_x \) and \( E_x + dE_x \). The tunneling current density can be calculated using the formula

\[
J_G(x) = q \int v_x n(x,E_x) T(x,E_x) dE_x.
\]  
(5)

References 19 and 20 have shown that with proper barrier parameters the \( I-V \) characteristics of thin gate stacks can be reproduced with reasonable accuracy of several orders of magnitude without taking into account barrier lowering and with the WKB approximation. We therefore compute the transmission coefficient \( T(x,E_x) \), as in Ref. 19.

B. Physical model of trapping-detrapping

SONOS memories operate by storing charge in localized states in the nitride layer of the oxide-nitride-oxide (ONO) stack. At present, no clear consensus exists about the nature and the distribution in energy and space of nitride traps. As the reader can imagine, this information is very important to model the stored charge, which in turn influences the threshold voltage shift and thus the “stored information.” There is common consensus on the fact that nitride traps have an amphoteric behavior, which is a neutral state \( D^0 \) when they are filled with one electron, a negative state \( D^- \) when they are filled with two electrons, and a positive state \( D^+ \) when they are filled with a hole. During capturing, traps are in state \( D^- \) with an energy \( E_{TA} \), while during emission, traps are in state \( D^- \) with energy \( E_{TA} \) [energies are positive and represent the distance to the bottom of the nitride conduction band (CB)]. In the “positive correlation energy model,” \( E_{TB} > E_{TA} \); that is, traps are deeper in energy when they are in the \( D^- \) state than when they are in the \( D^- \) state. On the other hand, in the “negative correlation energy model,” \( E_{TB} < E_{TA} \). Here, we prefer to use the first approach. Nevertheless, we will show in Sec. IV that in our particular case the choice of the correct value of energy parameters practically does not influence the final result.

Typically, a trap profile is determined by experiments and simulation fitting 21,23–30 as a uniform trap distribution in space and a constant trap energy between 0.8 and 1.4 eV below the nitride CB. Here, we make the same assumption considering a monoenergetic level \( E_{TA}=1.0 \) eV below the nitride CB for emission and \( E_{TB}=2.0 \pm 0.4 \) eV below the nitride CB for capture, as suggested in Refs. 21 and 24–26.

Generation-recombination in the nitride is governed by SRH generation-recombination. 31 Generally, traps can be filled or emptied by capture and emission processes of electrons and holes. We neglect hole contribution during programming because (a) in the gate there are few holes that can tunnel into the nitride, (b) the valence band shift (4.7 eV) is higher than the CB shift (3.15 eV) at the Si/SiO₂ interface.

The processes considered here are illustrated by Fig. 2. Traps in the nitride can be filled by channel electrons tunneling through the Si/SiO₂ barrier. These electrons, depending on their kinetic energy \( E_x \) along the tunnel direction at the interface, can be trapped directly (process B in the figure) or indirectly by thermal recombination (process A + C). Detrapping is due to two processes: 23 thermal emission of electrons into the CB (process D) and trap-to-band tunneling of electrons directly into the gate CB (E). Other charge loss processes as band-to-trap tunneling, trap-to-trap tunneling, and Poole–Frenkel emission have been neglected, as in Refs. 21–23. We neglect also the redistribution of charge between nitride traps, which was found to be governed by Poole–Frenkel conduction 32 because this process is too slow with respect to the processes we have considered to be relevant during programming 23,32–34 and multihopon assisted emission 35 because of the relatively low field in the nitride layer (see the discussion in Sec. IV).

The nitride region is subdivided into spatial bins along the \( x \) and \( y \) directions. For each \( (x,y) \) bin, the SRH equation is

\[
\frac{dn_T(x,y)}{dt} = c(x) p_T(x,y) - e(x,y)n_T(x,y),
\]

where \( n_T \) is the concentration of occupied traps, \( p_T \) is the concentration of free traps, \( c(x) \) is the total capture rate, and \( e(x,y) \) is the total emission rate. The total capture rate is due to the sum of the capture rates of processes A + C and B, while the total emission rate is due to the sum of the emission rates of processes D and E. The capture rate due to the thermal recombination (process A + C) can be calculated from the gate current density given by Eq. (5), \( \sigma J_{G}(x)/q \), where \( \sigma \) is the trap capture cross section. Figure 3 shows the CB diagram and the nitride trap energy at the bottom gate side for different programming times for the bias \( V_{GS}=8 \) V, \( V_{DS}=2.8 \) V. As can be seen, the capture trap energy level \( E_{TD} \) (2.0 ± 0.4 eV) remains always below the silicon CB edge so that direct trapping (process B) is not very significant in our case.

The emission rate due to trap-to-band tunneling (process E) is given by \( \epsilon_{TBT0} T_{G}(x,y) \), where \( \epsilon_{TBT0} \) is the “attempt-to-escape frequency” and \( T_{G}(x,y) \) is the transmission probabil-
The emission rate due to thermal emission (process D) can be written as

\[ e_{th} = \frac{\sigma v_{th} N_e (m^*_e)}{\exp[E_{Th}/kT]}, \]  

(7)

where \( N_e \) is the effective density of states in the nitride, which is a function of the nitride effective mass \( (m^*_e) \), and \( v_{th} \) is the thermal velocity. Here, we assume \( \sigma \) to be equal to \( 5 \times 10^{-13} \text{ cm}^2 \), so that \( e_{th} = 5 \times 10^{-4} \text{ s}^{-1} \) (this rate is not a function of the trap position). As will be clear in Sec. IV, thermal emission rate is much lower with respect to the trap-to-band emission rate, which dominates the emission process.

A complete charge trapping-detrapping model should also include a transport model in the nitride.26 This is a very complicated task, and many parameters such as the trap density \( N_T \), the trap cross section, energy relaxation time for electrons, and electron mobility in silicon nitride have to be known accurately. As stated before, several different values can be found in the literature for these parameters, which in the end are all extracted through fitting with experiments: typical extracted values for \( N_T \) are in the range \( 10^{19} - 10^{20} \text{ cm}^{-3} \), and those for \( \sigma \) are in the range \( 5 \times 10^{-12} - 5 \times 10^{-13} \text{ cm}^2 \).21,24-27

We believe that in our case we can make a reasonable simplification to strongly reduce the number of free parameters, assuming that all injected charge is uniformly trapped along \( y \) in the silicon nitride layer. Moreover, we neglect a short-range Coulomb interaction between trapped charges and electrons and the hot electron lateral shift from the injection point during thermalization.37

Our assumption would not hold in general but it is based on the fact that in our case electrons are injected into the nitride layer with a relatively low kinetic energy and can lose much of it before reaching the high control oxide barrier and being reflected. The assumption of uniform trapping of injected electron in the layer thickness is acceptable for a very thin layer as in our case, and it allows us not to consider transport in the nitride layer explicitly. Actually, if the layer thickness is much smaller than the channel length, the details of the charge distribution along \( y \) have a negligible effect on the electrostatics in the channel. Therefore, we can substitute \( \sigma N_T \) with the inverse of the nitride layer thickness \( t_N \) in Eq. (6) in order to obtain

\[ \frac{dn_T(x,y)}{dt} = \frac{J_{TBT}(x,y)}{q t_N} - e_{TBT0} T_G(x,y) n_T(x,y). \]  

(8)

In our trapping-detrapping model, now only two free parameters remain, \( E_t \) and \( e_{TBT0} \), which determine the behavior of the trap-to-band tunneling process.

In the pioneering work of Lundkvist38 on charge loss in SONOS, the attempt-to-escape frequency was expressed as \( e_{TBT0} = E_t / \hbar \) (where \( \hbar \) is Planck’s constant), and the transmission coefficient \( T_G \) was calculated by assuming a rectangular barrier. The former assumption would have a physical basis only if the trap energy considered was taken with respect to the bottom of the CB in a potential well and not with respect to the CB out of the well, as in this case (for \( E_t = 1 \text{ eV} \), one would obtain \( e_{TBT0} = 2.4 \times 10^{14} \text{ s}^{-1} \)). Several values for \( e_{TBT0} \) can be found in literature in the range \( 10^{12} - 10^{14} \text{ s}^{-1} \).23,25-27,35 Here, we use to prefer the value extracted in Ref. 26 from the comparison between retention experiments and simulations (\( e_{TBT0} = 2 \times 10^{12} \text{ s}^{-1} \)).

The assumption of a rectangular barrier in the control oxide is not very realistic for a large electric field in the oxide. For this reason, we compute \( T_G(x,y) \) in detail for generic barrier shapes with the WKB approximation.

III. SIMULATION METHOD

The problem of calculating the charge trapped in the nitride can be addressed by solving the time-dependent SRH rate equation (6) and (8), where capture and emission rates depend on the occupation density \( n_T \). In order to perform a time-dependent simulation, we adiabatically decouple transport in the channel from electron tunneling into and from the nitride because the former is a faster mechanism. In addition, we assume that the tunneling current is a negligible fraction of the drain current, and we do not consider it explicitly when computing transport properties in the channel.

The simulation flowchart is shown in Fig. 1(b). Simulation time is broken into several time steps. Between two successive steps, electronic distribution and potential at the interface are computed with the 2D MC simulator, MoCa,14 and they are used to calculate the new capture and emission rates. Now, the occupation factor, \( f_T = n_T / N_T \), of traps at the generic position \( (x,y) \) can be calculated by an explicit forward integration of Eq. (6) [(8)]:

\[ f_T(t + \Delta t) = f_T(t) + \left( \frac{c}{c + e} - f_T(t) \right) [1 - e^{-\Delta t}], \]  

(9)

where \( t \) is the time, \( \Delta t \) is the time step, and \( \tau = (c+e)^{-1} \) is the characteristic time of the charge-discharge process. Obviously, \( c \) and \( e \) are functions of \( t \) and \( \Delta t \), which has to be small enough so that \( c \) and \( e \) are practically constant during \( \Delta t \).

In Eq. (9), it is apparent that trap occupation increases if \( c \tau > f_T(t) \); otherwise, it decreases. During programming, trapping reduces the number and the average kinetic energy.
of charge carriers so that \( c \) reduces also. On the other hand, the emission rate \( e \) increases with increased trap filling; therefore, at one point of the charge process, the condition \( c > e \) is not true and the trapping process ends.

Because during each MC simulation step the electrostatic potential is considered constant, during the time step \( \Delta t \) the occupation factor of all traps must have a negligible change. We choose an adaptive \( \Delta t \) ten times smaller than the smallest value of \( \tau \) for all interface points on the \((x,y)\) plane: \( \Delta t = \min_x (\tau) / 10 \). We have found that this small value also ensures convergence of the forward time integration.

Each time the occupation factor is computed, the total charge in the nitride layer is updated, and the simulation continues with the next MC time step until the desired programming time is reached.

As discussed in Ref. 7, our choice of computing the particle distribution with a 2D MC simulator raises the issue of the correct evaluation of electron-electron interaction. We are aware of the fact that there are accurate approaches to naturally include a short-range particle-particle interaction in MC simulation with a three dimensional (3D) solver, as implemented, for instance, in the simulator developed by one of the authors of this work. 39 The cost of 3D solutions remains, however, prohibitive, and in order to reduce the computational complexity of the problem, we had to limit our approach to the 2D full-band version of MoCa, where we approximately take into account particle-particle interaction by self-consistently solving the Poisson equation on a relatively fine grid, without explicitly introducing electron-electron scattering mechanisms. 40

IV. SIMULATION RESULTS

To validate the proposed simulation method and the physical model, we used the same test structure considered in Ref. 7: an n-channel double gate (DG) SONOS memory with a 50 nm channel length and a 4/5/5 nm ONO stack. The acceptor fin doping is \( 3 \times 10^{18} \) cm\(^{-3} \), and the source/drain doping extends under the gate for 15 nm on each side [Fig. 1(a)].

In Fig. 4, we plot local capture and emission rates at \( t = 0 \) s for a fixed \( V_{GS} = 8 \) V and for different \( V_{DS} \). The capture rate has been calculated by assuming a capture cross section \( \sigma \) of \( 5 \times 10^{-13} \) cm\(^2 \), 21 and the shown emission rate (which depends on \( y \)) is the one at the interface between nitride and the control oxide. As stated in Sec. II, the overall emission rate is much higher with respect to the calculated thermal emission rate so that the emission process is dominated by the trap-to-band tunneling. In Fig. 4, it is also clear that multiphonon emission has a negligible role because of the relative low nitride field (\(<1 \) MV/cm) and the relative low temperature (\( T=298 \) K). In fact, Ref. 35 shows that for a field of 1 MV/cm and \( T=573 \) K, \( dn_y/dt \) can be at most \( 10^{14} \) cm\(^{-3} \) s\(^{-1} \) for traps close to the injecting interface. For a nitride trap density of \( 10^{16} \) cm\(^{-3} \), the corresponding multiphonon emission rate would be \( 10^{-5} \) s\(^{-1} \), which is much lower than the calculated trap-to-band emission rate.

It is apparent that the limitation of \( V_{DS} \) and that carrier injection is localized at the drain side. Moving toward the source, the capture rate becomes smaller than the emission rate. But since the occupation factor of traps near the source is negligible, the emission current is practically negligible with respect to the capture current. Indeed, as shown in Fig. 7, trapping occurs also at the source, but the stored charge is several orders of magnitude lower than the charge stored at the drain side. The storing of charge at the source side continues as the programming time increases. Here, the limiting factor in charge trapping is the low capture rate and not the high emission rate because charge trapping at the source side does not show any saturation.

As time progresses, capture and emission processes become comparable at the drain side and charge injection saturates, as can be seen in the plot of the tunneling currents through the two oxides as a function of the program time (Fig. 5). It can be seen in Fig. 6 that the maximum of the injected current density, for a fixed \( V_{GS}=8 \) V, decreases as \( 1/t \), with a behavior independent of \( V_{DS} \). This is due to the fact that charge trapping near the drain, which imposes the maximum \( J_G \), is essentially limited by the difference between the average energy of hot carriers at the drain (imposed by \( V_{DS} \) ) and the effective barrier height (determined by the trapped charge). For this reason, if we use a larger \( V_{DS} \) and start programming, we will reach a time at which the trapped charge reduces \( J_G \) at the drain (\( \sim J_{G_{max}} \)) at the level obtained with a smaller \( V_{DS} \) and uncharged nitride. From there on, the
time-dependent behavior of $J_{G_{\text{max}}}$ for the two values of $V_{DS}$ is identical since it is mainly determined only by the charging dynamics, which in turn is determined by $J_{G_{\text{max}}}$. Of course, even if $J_{G_{\text{max}}}$ has the same behavior as a function of time for different values of $V_{DS}$, more charge is trapped for the same total programming time for larger $V_{DS}$ because the starting $J_{G_{\text{max}}}$ was higher.

During programming, the trapped charge (Fig. 7) remains rather localized on the drain side because far from the drain tunneling currents are relatively very small (Fig. 5) and the variation in the trapped charge is negligible. Let us highlight that we neglected a short-range Coulomb interaction between charged traps and electron charges, which may produce a lower value of the trapped charge and a higher lateral spread.

We can define the effective size of the charge storage region as the ratio of the total stored charge per unit length to the peak charge density per unit area. This quantity is plotted in Fig. 8. As one can see, the stored charge is localized in a region of length of about 10 nm on the drain side, and it does not change significantly during programming operation but slightly increases for higher $V_{DS}$ values.

Figures 9 and 10 show the threshold voltage shift, calculated by a constant current gate voltage shift in a subthreshold region using Medici, for different gate and drain bias values. “Forward read” indicates that during the read phase, the drain and source contacts are the same as those used for programming. “Reverse read” indicates that during the read phase the drain and source contacts are exchanged with respect to the program. The read voltage is 0.4 V. The voltage window between the threshold voltages in reverse and forward read observed in Fig. 9 favors the possibility of using warm electron injection for dual bit cell operation. This is also confirmed by experiments on a structure similar to what we simulated.

Moreover, Fig. 10 (where the drain bias is held constant and the gate bias is changed) emphasizes that the programming time for a given required $V_T$ shift is reduced down to two orders of magnitude for an increase of 1 V in $V_{GS}$, and for the same programming time the $V_T$ shift increases by

**FIG. 6.** The maximum of $J_G$ as a function of the programming time is quite independent of the drain bias and has roughly a $1/t$ behavior in a log-log scale. This behavior is attributed to a balance between a higher injection field and a lower trapping probability.

**FIG. 7.** Trapped charge density in the nitride layer along the channel as a function of the programming time. During programming, the trapped charge remains rather localized on the drain side because far from the drain tunneling currents are relatively very small.

**FIG. 8.** Effective injection length as a function of the programming time for different values of $V_{DS}$. As one can see, the stored charge is localized in a region of a length of about 10 nm on the drain side, and it does not change significantly during programming operation but it increases slightly for higher $V_{DS}$ values.

**FIG. 9.** Threshold voltage displacement in forward and reverse read voltage is 0.4 V as function of the programming time for a fixed $V_{GS}=8$ V and for different $V_{DS}$. It is evident that dual bit operation is possible also with $V_{DS}<3.15$ V. Also shown in the picture is the reverse threshold voltage shift for the case of a trap energy of 2.0 eV and for the case of no emission.

**FIG. 10.** Where the drain bias is held constant and the gate bias is changed emphasizes that the programming time for a given required $V_T$ shift is reduced down to two orders of magnitude for an increase of 1 V in $V_{GS}$, and for the same programming time the $V_T$ shift increases by...
0.3–0.4 V for each volt of increase in $V_{GS}$. Also, this result is in agreement with experiments reported in Ref. 6. Moreover, by comparing Fig. 9 with Fig. 10, it seems that multilevel operation (the storing of different charge levels in the same physical position in the nitride layer obtained by changing the gate bias) has a larger programming window with respect to multibit operation (the storing of the same charge in different physical regions obtained by changing the drain bias). Let us stress the fact that the comparison between our simulations and Ref. 6 can only be qualitative because we are considering double-gate devices, while experiments in Ref. 6 regard trigate devices where injection at the corners (especially for high fields) can be dominant. 41–43

V. CONCLUSION

We have developed a simulation methodology based on a MC device simulator to investigate the warm electron injection programming regime ($V_{DS}<3.15$ V) of NO double-gate SONOS based on the adiabatic separation of electron transport in the channel with respect to trapping/detrapping in the ONO layer. The gate current is calculated as a post-processing step of the MC simulation by a continuum-based method in conjunction with the particle-based method used to compute particle distributions and transport in the channel. Warm electron injection emerges as a viable option for NOR programming, preserving reliability, power dissipation, and complementary metal-oxide-semiconductor logic level compatibility at the cost of a slower programming time with respect to hot electron operation. We have also shown that the stored charge is well localized, providing a significant forward-reverse threshold voltage window both for multibit and for multilevel operation. This last aspect requires further investigation since in order to keep the computational resources required under control, we have adopted a model that does not consider transport in the nitride and short-range Coulomb interaction and can therefore underestimate charge spreading.
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