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Abstract

We present a numerical model for shot-noise suppression in a semiconductor quantum wire, based on parameters obtained
from a purposely fabricated and characterized device. Shot-noise suppression is studied as a function of the voltage applied
to the depletion gates forming the wire in a GaAs/AlGaAs heterostructure, of the dopant concentration in the !-doping layer,
and of the length of the wire. Results provide an understanding of why a conclusive experimental demonstration of di!usive
transport with 1

3 suppression of shot noise in mesoscopic semiconductor devices has so far proved to be elusive.
? 2003 Published by Elsevier B.V.
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Recent theoretical activities have focused on the in-
vestigation of shot-noise suppression in several types
of nanoscale devices. In particular, the suppression
factor for conduction in the di!usive regime has been
extensively studied applying Random Matrix Theory
or by means of large-scale numerical calculations
on structures containing randomly placed hard-wall
scatterers.
However, no detailed simulation of noise has so far

been performed on realistic structures, in which carrier
scattering is due to irregularities in the potential that
are the consequence of randomly distributed donors,
although a very re"ned analysis of the conductance
of such structures can be found in the literature [1,2].
A single experimental paper [3] can be found in the
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literature on the measurement of shot-noise sup-
pression in a semiconductor di!usive quantum wire:
Liefrink et al. observed, as a function of gate voltage,
a suppression varying between 0.2 and 0.4 times the
full shot-noise value. Such a result, although interest-
ing, did not therefore represent conclusive evidence
for the observation of di!usive transport in a semi-
conductor nanostructure, also because the estimated
inelastic scattering length was less than the length of
the wire.
We have developed a model for the investiga-

tion of conductance and noise in a quantum wire
with elastic scattering due to donors located in a
!-doping layer. This model has been derived from
the description of an actual device, which has been
fabricated and experimentally characterized, from
the point of view of the dependence of conductance
on gate voltage, but not yet from that of the noise
behavior.
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Fig. 1. (a) Heterostructure layers and (b) gate layout.

We have compared the experimentally measured
conductance with the results of the numerical sim-
ulation, in order to calibrate the values of the sur-
face charge density and of the donor concentration in
our model, and to validate the overall simulation ap-
proach. Once reasonable agreement has been obtained
between experimental conductance and the numeri-
cal result, we have used our code to investigate the
shot-noise suppression in the device.
The quantum wire has been fabricated by evapora-

tion of ametallic (Al) split gate on amodulation-doped
heterostructure containing a two-dimensional elec-
tron gas (2DEG) con"ned at a Al0:3Ga0:7As=GaAs
heterojunction 45 nm below the wafer surface.
Conduction-band electrons have been provided by a
Si delta-doping layer embedded 20 nm above the het-
erojunction. The layer structure is reported in Fig. 1(a)
and the gate layout is shown in Fig. 1(b). The Hall
carrier density and mobility measured at 1:7 K after
illumination are 5:8×1011 cm−2 and 9×105 cm2=V s,
respectively. The conductance of the device has been
measured at 1:5 K with a standard two-wire lock-in
technique at an excitation level of 30 "V at 17:2 Hz,
as a function of the voltage applied to the split
gate.
Since the length of the wire is about 1 "m, which

we assume to be shorter than the inelastic scattering

length in the 2DEG, electrons undergo only elastic
scattering due to irregularities in the potential created
by the donors.
Inclusion of the detailed e!ect of the donors into

the Poisson solver used to compute the electrostatic
potential in the structure would require too "ne a
mesh, therefore we have resorted to an approximate
approach, in which the Poisson equation is solved con-
sidering a uniform average donor density, and then
the contribution of the discrete donors is included by
means of a semi-analytical approach that takes into
account screening from the 2DEG, and from the e!ect
of partial ionization of the donor layer itself.
The Poisson equation has been solved in the

three-dimensional domain: since quantum con"ne-
ment is strong along the direction perpendicular to
the AlGaAs/GaAs interface, the density of states is
a sum of well-separated 2D subbands. In the region
where the 2DEG forms, we have thus solved the
Schr#odinger equation in the vertical direction, within
the framework of density functional theory, in or-
der to compute the sub-band pro"les. In the rest of
the domain the total charge concentration has been
computed semiclassically. We have then obtained the
self-consistent solution of the Poisson–Schr#odinger
equation using the Newton–Raphson method with a
predictor/corrector algorithm close to that proposed
in Ref. [4] and described in a previous paper [5].
Devices with a 2DEG in close proximity of the

surface are strongly in$uenced by the presence of sur-
face states. We have included the e!ect of the sur-
face states, implementing a model typically applied to
metal-semiconductor interfaces [6] and based on two
parameters: an e!ective work function !∗ (assumed
to be 4:85 eV in the following) and a uniform den-
sity of surface states per unit area per unit energy Ds.
The e!ective work function represents the di!erence
between the Fermi level EF at the surface and the vac-
uum energy E0 when the surface charge density is
zero. We have made the additional assumption that the
surface states below !∗ behave as donors and all sur-
face states above !∗ behave as acceptors. Assuming
that the electric "eld vanishes outside the device, we
can limit our simulation domain to the semiconductor
region and apply the following Neumann boundary
condition at the air–semiconductor interface:

9"
9x = e

Ds
#
[!∗ + EF − E0]; (1)
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where " is the electrostatic potential, e is the electron
charge, and # is the material permittivity. From the
Poisson solver we obtain that only about 50% of the
donors is actually ionized. Partial ionization leads to
further screening of the action of the ionized impuri-
ties, as will be discussed in the following.
Let us now introduce the procedure we have

followed for the inclusion of the e!ect of donor dis-
creteness in a more detailed way. Our approach con-
sists in adding to the smooth potential obtained from
the Poisson solver the e!ect of a random distribution
of charges adjusted in such a way as to keep the mean
value of the potential unchanged. This result has been
accomplished generating a random distribution of
elementary charges located in the !-doped layer with
a concentration corresponding to that of the actually
ionized donors, and computing their contribution to
the potential as the superposition of the e!ects of
each single charge. We have then subtracted from
this contribution its mean value (computed from a
spatial average), thus obtaining a $uctuating potential
with zero average. This is "nally added to the smooth
solution obtained from the Poisson solver.
While evaluating the contribution to the potential

from the impurities, we have taken into considera-
tion screening from the 2DEG following Ref. [11],
in which analytical expressions for the potential per-
turbation produced in a 2DEG by an external point
charge are provided. In the hypothesis of a degener-
ate 2D electron system at very low temperature, the
proper expression for the screened potential in the
2DEG plane is

!(r) =
Ze
4$#

∫ ∞

0
dx(x + s)−1J0(xr)exp(−xd); (2)

where we have chosen a polar coordinate system in
which r is the distance from the orthogonal projection
of the donor position onto the 2DEG plane; Z indicates
the donor charge, J0 is the Bessel function of order 0,
d the distance between the 2DEG and the donor layer,
and s the screening length. This last parameter in the
quantum limit at zero temperature does not depend
on carrier concentration and can be written as s =
2nvm∗e2=(˝2#), where nv is the sub-band degeneracy
andm∗ the e!ective mass. We have to consider that, as
we have already mentioned, there is further screening,
due to the partial ionization of the donor layer. It is
very di%cult to directly evaluate such a contribution,
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Fig. 2. Comparison between the experimental (solid curve) and
simulated (dashed curve) conductance of the quantum wire as a
function of gate voltage.

and we have resorted to a "tting parameter, "nding the
best match with the suppression of conductance steps.
In this way, we have obtained a further reduction of
the potential due to the ionized impurities by a factor
0.67.
The transmission matrix t for the thus obtained po-

tential landscape has been evaluated with a recursive
Green’s function technique [7] and the conductance
has then been computed on the basis of the Landauer–
B#uttiker formula:

G = 2
e2

h

∑

ij

|tij|2; (3)

where h is Planck’s constant. In Fig. 2 the experimen-
tal (a) and simulated (b) conductance of the wire are
reported as a function of the gate voltage: the e!ects of
a "nite temperature T = 1:5 K have been included by
means of averaging over the derivative of the Fermi
function within an interval of width 10 kBT (kB being
the Boltzmann constant), centered around the Fermi
energy.
The doping concentration Ns in the !-doping layer

and the density of surface states per unit area per unit
energy Ds have been tuned in order to obtain a rea-
sonable match between theoretical and experimental
results, with Ns = 1:13× 1012 cm−2, and Ds = 0:5×
1014 m−2 eV−1. We notice that conductance quanti-
zation is partially washed out due to discrete doping
and "nite temperature: this e!ect is very similar in
the theoretical and in the experimental conductance
curves, thus supporting the validity of our model.
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Fig. 3. Fano factor as a function of gate voltage for dopant density
Ns=1:13×1012 cm−2 (thick solid curve), Ns=1:08×1012 cm−2

(thin solid curve), and Ns = 1:05× 1012 cm−2 (dashed curve).

The low-frequency shot-noise current power spec-
tral density SI has been computed as

SI = 4
e2

h
|eV |

∑

i

Ti(1− Ti); (4)

where V is the applied voltage and the Ti coe%cients
are obtained by diagonalizing the t†t matrix [8]. Ac-
cording to Schottky’s theorem, the full shot-noise
SIfs is given by SIfs = 2qI , where the current I can
be obtained as I = GV . In this diagonal represen-
tation the conductance given by Eq. (3) can be
written as

G = 2
e2

h

∑

i

Ti (5)

and therefore the ratio % of the actual noise power
spectral density to the full shot-noise power spectral
density, usually de"ned “Fano factor”, reads

%=
〈
∑

i Ti(1− Ti)〉
〈
∑

i Ti〉
: (6)

We point out that, if we want to compare to experimen-
tal results, correct averaging is over energies, weighted
with the derivative of the Fermi function, rather than
over an ensemble of devices, as usually done in the lit-
erature [9,10] for comparison with analytical results.
Indeed, measurements are performed on a single de-
vice, with separate thermal averaging for the power
spectral density and for the current.
In Fig. 3 the Fano factor is reported, as a func-

tion of the gate voltage, for the same parameters as

those used for "tting the conductance results (thick
solid curve), and also for two reduced values of dop-
ing: Ns = 1:08 × 1012 cm−2 (thin solid curve) and
Ns = 1:05 × 1012 cm−2 (dashed curve). Decreasing
the doping concentration leads to an increase of the
pinch-o! voltage, as it would be expected, and to rel-
atively minor variations in the noise behavior. Near
the pinch-o! voltage the Fano factor is maximum,
approaching unity, since transport is mainly due to
tunneling through the top of the saddle potential de"n-
ing the bottom of the wire. As the transport reaches
a condition intermediate between ballistic and di!u-
sive, with increasing gate voltage, the Fano factor de-
creases, approaching an asymptotic value lower than
the 13 value expected for the purely di!usive case. This
can be attributed to the relatively small amplitude of
the perturbations produced in the con"nement poten-
tial by the donors, which are therefore unable to cause
strong enough scattering [12].
In order to investigate whether the di!usive regime

can be reached in longer wires, we have repeated the
noise calculations for “stretched” potential landscapes
obtained by extending the length of the central re-
gion. In other words, we have inserted an additional
section of length L in the middle of the wire, with
the same transverse con"nement potential as that
originally present in this region and with a random
distribution of dopants characterized by the same
concentration as for the rest of the wire. We as-
sume that the total length of the resulting wire is
still less than the inelastic scattering length. Results
for the Fano factor as a function of gate voltage
(for Ns = 1:08× 1012 cm−2) are shown in Fig. 4, for
L=0 (a), L=2 "m (b), and L=4 "m (c). We notice
that the increased length leads to an increase in the
Fano factor, but the asymptotic value still lies well
below the 1

3 di!usive limit (dotted line). In a small
interval of gate voltage values, around (−2 V), the
longer wires seem to exhibit a Fano factor around 1

3 ,
but there is no well-de"ned plateau.
Noise measurements on the available wire have not

been performed yet, due to the very challenging re-
quirements in terms of temperature, in order to reduce
thermal noise below shot noise, and in terms of equip-
ment sensitivity. We are currently working on the def-
inition of the instrumentation requirements needed to
achieve a precision su%cient for the validation of our
theoretical results.
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Fig. 4. Fano factor as a function of gate voltage for the original
wire (a), for a wire stretched in length by 2 "m (b) and for a
wire stretched by 4 "m (c); the dotted line indicates the di!usive
limit of 13 .

We have developed a numerical model for trans-
port and noise in a quantum wire, including the e!ect
of randomly distributed donors. Adjustable model
parameters, in particular donor concentration in the
!-doping layer and surface state density, have been
tuned to match the experimental results for conduc-
tance obtained on a purposely fabricated and charac-
terized quantum wire. From our calculations, the Fano
factor for shot-noise suppression appears to vary, as a
function of the voltage applied to the depletion gates,
from values close to unity down to below 0.1, but in
none of the cases taken into consideration the asymp-
totic di!usive limit of 13 is reached over an extended
interval of gate voltages, although for longer wires

we seem to get closer to it. If the length of the wire
is further increased, however, there is a risk of going
beyond the inelastic scattering length and therefore
switching to a dissipative transport regime. Work is in
progress to establish the feasibility of noise measure-
ment on the available sample and on other quantum
wires, with the aim of providing validation of our
numerical model.
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