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Abstract— We investigate variability of a 32 nm flash 
memory cell with a methodology based on sensitivity analysis 
performed with a limited number of TCAD simulations. We 
show that - as far as the standard deviation of the threshold 
voltage is concerned - our method provides results in very 
good agreement with those from three-dimensional atomistic 
statistical simulations, with a computational burden that is 
orders of magnitude smaller. We show that the proposed 
approach is a powerful tool to understand the role of the 
main variability sources and to explore the device design 
parameter space. 

INTRODUCTION 
Non-volatile memory fabrication processes undergo even 
more aggressive scaling than CMOS technology for logic 
applications, as a means to increase bit density in response 
to the evolving demands of multimedia applications and 
mass storage. This exacerbates the device variability issue, 
which is especially acute in the case of multi-bit cells, 
where only few tens of electrons in the floating gate can 
separate two different logic levels [1]. 
The problem is particularly severe because floating gate 
cells must be designed and characterized for more than 
eight standard deviations, and therefore the second order 
moment of the probability distribution is hardly sufficient. 
[2] 

In this paper we show that a recently proposed TCAD-
based sensitivity analysis [3], can provide very interesting 
results at a small computational cost, at least for the 
calculation of the standard deviation of the threshold 
voltage. In the framework of the ENIAC Joint Undertaking 
MODERN project [4], we have considered a template 
device structure for a 32 nm CMOS flash memory cell, for 
which variability assessments based on three-dimensional 
atomistic statistical simulations and the impedance field 
method have been published [5]. We analyze the impact of 
variability sources such as random dopant distribution 
(RDD) [6], line-edge roughness (LER), line-width 
roughness (LWR), [7-8] interface trapped charge (ITC) 
[9], oxide thickness fluctuations (OTF) [10]. 

The template device structure is illustrated in Figure 1. 
It is a simplified polisilicon floating gate device with 
dimensions typical of a 32 nm technology (indicated in the 

table in Figure 1), generated at the crossing point of two 
orthogonal lines of width 32 nm. Control gate and floating 
gate consist of polysilicon and are separated by an ONO 
(oxide-nitride-onide) layer of 4-3-5 nm. The tunnel oxide 
thickness is 8 nm. Substrate is boron doped (2 x 1018 cm-3), 
and arsenic doping of source and drain is symmetric with a 
maximum of 1020 cm-3, Gaussian shape, and junction depth 
of 25 nm. Additional details are available in Ref. [5]. 

 
Figure 1: Device structure and geometrical parameters of the template 
32 nm flash memory under investigation. 
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METHODOLOGY 
The approach proposed is described in detail in [3]. First, 
all process and geometry variability causes are expressed 
in terms of a set of synthetic independent variability 
sources. Then, TCAD-based sensitivity analysis is used to 
evaluate the contribution to the dispersion of electrical 
parameters (e.g. the threshold voltage Vth) of each 
independent source. This step is based on the assumption 
that the effect of each source is sufficiently small that first-
order linearization is applicable. Also in the case of the 32 
nm Flash memory [5], the variance of the threshold 
voltage due to combined effect computed with 3D 
atomistic statistical is shown to be very close to the sum of 
the variances due to individual effects, giving us 
confidence in the linear approximation. 

As an example, let us consider the case of LER, 
considering the illustration in Fig. 2, where the 32 nm 
device is shown with the  axis running along the channel 
length direction, the x axis perpendicular to the device 
plane and the  axis running along the channel width. 

We can translate line edge roughness in terms of the 
dispersion of the average position of both gate edges along 
the y axis (

€ 

y1  and 

€ 

y2 , where 

€ 

y1 = 0 and 

€ 

y2 = L ). This 
in turn translates into gate length dispersion. We assume 
that parameters  are only affected by LER and are 
physically independent. The average edge position is a 
random function g(z) with zero mean value and Gaussian 
autocorrelation 

€ 

r d( ) ≡ g z( )g z + d( )  characterized by 
correlation length and mean square amplitude , i.e.: 

                       (1) 

from which we can write the variance of g as  
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σ g
2 ≡ g 2 =
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0

W

∫ dz2 .         (2) 

 
Figure 2: Illustration of the approach to the evaluation of line edge 
roughness (above) and line-width roughness (below). 

If we compute (2) considering (1) we find: 

      (3) 

The variance of  due to line edge roughness is: 

(4) 

where  in (4) are the average gate edges indicated in 
Fig. 2. All required derivatives can be computed with 
TCAD sensitivity analysis as illustrated in Fig. 3 (left). The 
very same approach can be used for LWR.  

In the case of OTF we must consider surface 
roughness with a two dimensional Gaussian autocorrelation 
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characterized by correlation length and mean square 
amplitude , which corresponds to a variance of the 
average position of the interface: 

    (6) 

The variance of the threshold voltage due to OTF is 
therefore  

,                                (7) 

where sm are all positions of the interfaces between 
dielectric layers and between dielectric and conducting or 
semiconducting layers. Also in this case, all derivatives can 
be computed with TCAD simulations following the 
example of Figure 3 (right). 

For LER and LWR, we consider a Gaussian autocorrelation 
with mean square amplitude  nm and correlation 
length  nm. For OTF, we consider  a Gaussian 
autocorrelation with with mean square amplitude 

 nm and correlation length  nm. 

Results are compared in Table I with those obtained from 
3D atomistic simulations on 1000 samples performed with 
GARAND [5], in which the same statistical properties have 
been considered for LER, LWR, and OTF. The obtained 
standard deviation are practically identical. As in [5], the 
threshold voltage is defined with a current criterion of 
100 nA for a drain-to-source voltage of 100 mV. 
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Figure 3 a) Threshold voltage as a function of gatelength Lg and b) 
threshold voltage as a function of tunnel oxide thickness tox for the 
template Flash Memory as computed from TCAD simulations. 

For random discrete dopants (RDD) [6] and interface 
trapped charge (ITC) [10], we adopt an approach based on 
a propagator with a very coarse granularity, which is in 
principle very close to the concept of impedance field 
method [11]. As a difference with respect to the situation 
already described in [4], we here have to perform 3D 
simulations, since the Flash memory cells cannot be 
reduced to 2D structures. 

For a given variation of doping concentration 
 with respect to the nominal value we can 

write the following expression for the variation of : 

                       (8) 

where  has the role of a propagator. The 
expression requires the linearity assumption to hold. 

To conveniently compute the propagator , we can 
assume that  is a smooth function of , , and , and 
move from the continuum to a discrete space, partitioning 
the active area in small boxes. Now we can write: 

                                        (9) 

The sum runs over all boxes,  is the variation of the 
number of dopants in box , and  is the threshold 
voltage variation if only dopants in box  are varied.  

In practice, we multiply doping in box  by a factor 
 and compute  with TCAD simulations. 

Therefore we have 

                                                            (10) 

so that (9) becomes,  

                    (11) 

If we finally assume that doping variations in different 
boxes are independent Poisson processes, we can write  

,                 (12)                                   

The threshold voltage dispersion due to RDD only requires 
a single TCAD simulation for each box, and an integral of 
the doping profile in each box. To evaluate the most 
convenient level of granularity in device partitioning, we 
have made tests with different box sizes, as reported in the 
table in Figure 4. 
 

 
Figure 4 above: transversal (left) and longitudinal (right) device cross 
sections for the assessment of the proper box partitioning. Below: 
computed standard deviation of the threshold voltage as a function of the 
box size for different choices of the partition. 

We have evaluated that a partition of the three dimensional 
silicon body in 64 boxes of size 

€ 

8× 4 ×12.5 nm3 
represents a good trade-off between computing time and 
accuracy. Considering that we can exploit the symmetry of 
the structure also along the transport direction at very low 
drain-to-source voltage, only sensitivities corresponding to 
32 boxes must be computed with TCAD simulations. 

For ITC, the situation is similar: we assume an 
average trap density of 

€ 

5×1011  cm-2 and partition the 
tunnel oxide in tales of 

€ 

100× 8× 64  nm3, for a total of only 
four simulations, if the  symmetry of the nominal structure 
is exploited. As can be seen in Figure 5, finer partitions do 
not lead to a different estimation of the threshold voltage 
dispersion. 

 
 

119



 

 
Figure 5: Region partitioning in boxes 

€ 

100× 8× 64  nm3 for the 
evaluation of propagators due to  interface trapped charge. Left: 
transversal cross section. Right: longitudinal cross section. 
 

The effect of RDD and ITC on the threshold voltage have 
been compared in Table 1 with direct simulation of a 
statistical ensemble done at the University of Glasgow 
through GARAND [5] obtained simulating samples of 
1000 microscopically different devices. Considering that 
statistical simulations have been performed on ensembles 
of N=1000 devices, the mean square relative error on the 
estimated standard deviation of the threshold voltage is 
(2N)-0.5, i.e., 2.2%: all terms lie within or very close to the 
error bars of statistical simulations. 
TABLE 1 STANDARD DEVIATION OF THE THRESHOLD VOLTAGE DUE TO 
LER AND LWR OBTAINED WITH THE METHOD PROPOSED IN [3] AND WITH 
STATISTICAL SIMULATION IN [5]. 

σVth (mV) Our method [3] Atomistic Sim. [5] 
LER 46 48 
LWR 28 26 
OTF 14 14 
RDD 156 144 
ITC 59 67 

 
CONCLUSION 

 
We have proposed a methodology for the quantitative 
evaluation of the effects of the main mechanisms affecting 
threshold voltage variability, based on the careful 
identification of the main independent and relevant 
physical quantities. Our approach requires the calculation 
of partial derivatives of Vth with respect to device structure 
parameters, that can be obtained with a very limited 
number of TCAD simulations. We have shown that in all 
cases we are able to obtain results in good agreement with 
3D atomistic statistical simulations [5] at a much smaller 
computational cost. We qualify this statement to the 
second order moment of the threshold voltage distribution, 

because the proposed approach does not provide 
information on the far tails of the distribution, which are 
important for large Flash memory arrays, and would 
require extension of the method to higher order terms. 

Our approach has some advantages over 
statistical modeling, not only because is orders of 
magnitude faster, but also because it represents a powerful 
tool for understanding the impact of individual factors and 
to efficiently explore the design space using tools already 
available and routinely used by technology developers . 
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